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ABSTRACT 
Numerous accessibility features have been developed and included 
in consumer operating systems to provide people with a variety of 
disabilities additional ways to access computing devices. Unfortu-
nately, many users, especially older adults who are more likely to 
experience ability changes, are not aware of these features or do 
not know which combination to use. In this paper, we frst quantify 
this problem via a survey with 100 participants, demonstrating 
that very few people are aware of built-in accessibility features on 
their phones. These observations led us to investigate accessibil-
ity recommendation as a way to increase awareness and adoption. 
We developed four prototype recommenders that span diferent 
accessibility categories, which we used to collect insights from 20 
older adults. Our work demonstrates the need to increase aware-
ness of existing accessibility features on mobile devices, and shows 
that automated recommendation could help people fnd benefcial 
accessibility features. 
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1 INTRODUCTION 
Over the past decades, numerous accessibility features have been 
developed for people with a wide variety of abilities to use com-
puting devices. Screen readers present otherwise visual content 
audibly, zoom features enable people to see content better, switch 
controls allow people to navigate screen content with switches 
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(triggers), features tune out noise and allow users to hear more of 
what matters, and reading support adds an auditory component to 
text while reading and/or writing. Although many features exist, 
it is unclear how or whether people fnd the accessibility features 
that they could beneft from. 

There is reason to believe that many people do not know about 
these features, and thus may not discover these features when 
they need them. As an example, one study found that only 1 of 50 
participants were aware of the zoom feature in their web browser 
[20]. Another study found that only 3 of 14 older adults were aware 
that many mobile devices now come with accessibility features [26]. 
Older adults present a case worth further investigating, as many of 
them may not consider themselves as having a disability, but may 
nevertheless beneft from accessibility features as they age [13]. 

In this paper, we explore methods for matching accessibility 
features for people who may not know they could beneft from 
them. A natural starting point is to consider whether recommender 
systems may help with discovering accessibility features. One chal-
lenge is obtaining the data needed to construct these models in a 
privacy-preserving way. Health-related, and especially disability-
related, information is highly sensitive, and users may be unwilling 
to provide this data [16]. Moreover, common recommender systems 
work via collaborative fltering [41], which leverages the idea that 
users who like certain things will like similar things. This could 
work in the area of accessibility recommendation, e.g., if a user has 
turned on the VoiceOver screen reader, we might infer that they 
might also want to turn on Audio Descriptions because other users 
often have that pair of features turned on together. Yet, one of the 
assumptions in this project is that many people will not know to 
turn on accessibility features at all. If a person has never turned on 
any accessibility feature, there is no usage data to even start the 
frst recommendation (i.e., the “cold start” problem in recommender 
system research [34]). 

An alternative approach that we advance in this paper is to 
recommend accessibility features based on how a user is interacting 
with a device. For instance, if the user is holding the device closer 
(or farther) than we would expect, that might indicate that they are 
having trouble seeing it, and could thus beneft from a font size 
increase. Likewise, if users are unable to perform double-clicks fast 
enough for the gesture to be recognized, then we might suggest 
to them the feature that allows more time between clicks. This 
is not an entirely new idea, e.g., if one presses the shift key on 
Microsoft Windows repeatedly (perhaps indicating they are having 
difculty using it as a modifer key), then Windows will ask the user 
if they would like to turn on “Sticky Keys”, an accessibility feature 
introduced in Apple System 6 (1988) that turns the modifer keys 
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into toggles so key combinations can be pressed one key at a time 
[15]. It is also possible to detect stuttering in speech, which may 
eventually be connected to features to make speech recognition 
work better [36]. As we will present, many of the accessibility 
features available on today’s smartphones can be activated using 
such mechanisms derived from behaviors detected based on device 
use. 

The main assumption behind our approach is that users should 
use their device as they normally would in order to understand 
their usage patterns and receive recommendations for accessibility 
features. This diferentiates our work from past work on, e.g., digital 
games specifcally designed to detect dyslexia [38, 40] or autism [44], 
and wizards that explicitly ask users to describe their accessibility 
needs. Therefore, our approach may not be able to recommend some 
accessibility features to a subset of users. For instance, our approach 
may not be able to recommend VoiceOver to a blind person, who 
has never heard of the VoiceOver screen reader feature. However, 
we might be able to recommend VoiceOver to a user who is using 
the zoom feature at a high zoom level and still holding the device 
closer than would be expected. Most accessibility features do not 
dramatically change smartphone functionalities and are amenable 
to our approach of recommending based on observed usage. 

In this paper, we frst present the results of a survey with 100 
participants (including 25 people over the age of 50) demonstrating 
that very few people are aware of available accessibility features 
on their devices. We then select four common accessibility features, 
each selected from a main category of accessibility features (e.g., 
vision, hearing, interaction and mobility), and develop prototype 
recommenders for them. We initialized our recommenders from a 
baseline study with 10 participants, and then used them to explore 
accessibility recommendation with 20 participants. 
Our paper makes the following contributions: 

• We demonstrate and quantify that awareness and knowledge 
of how to use accessibility features is low among smartphone 
users (one-ffth of users knew what “accessibility" means) 
and even lower among adults over the age of 50 (one-tenth), 
who are more likely to beneft from them. 

• We show that many existing accessibility features are con-
ducive to recommendation, and we provide recommendation 
strategies for detecting relevant usage behaviors. Using these 
strategies, we constructed four prototype recommenders 
spanning accessibility categories. 

• We conducted a study with 20 participants to collect insights 
on the utility and preferences of accessibility feature recom-
mendation. 

2 MATCHING PEOPLE TO ACCESS 
TECHNOLOGIES 

To inform our work, we frst reviewed the existing space of match-
ing people to access technology. Specifcally, we examined: (i) 
matching by human experts, (ii) automated screening and detection, 
and (iii) automatic personalization approaches. 

2.1 Matching by Human Experts 
Traditionally, matching people to accessible technologies has been 
done by human experts or through recommendations of medical 

professionals. Assistive Technology (AT) specialists can be em-
ployed as consultants to provide guidance on making content (e.g., 
educational curriculum) accessible [9]. Physicians or therapists 
may provide guidance on using assistive technology as part of re-
habilitation therapy [10, 14], although this sort of support is not 
available to everyone who could beneft from accessibility features. 
Such matching is typically done in specialized environments and 
is costly in terms of time and money. Access technologies tend to 
have low adoption rates [24], perhaps because potential users do 
not have sufcient time to see how they would work into their daily 
lives. In contrast to this matching process, many people who could 
beneft from accessibility features on mobile devices they may al-
ready own may not know to seek external help or have access to it. 
Thus, our approach is focused on automatically detecting needs and 
proactively recommending potentially useful accessibility features 
that are already on their devices. 

2.2 Automated Screening 
Recent work has started to explore how to “detect” whether some-
one is likely to have a particular condition, which could be used to 
recommend that they consult an expert or even try out a particular 
assistive technology. 

Many mobile health sensing eforts have focused on providing 
low-cost alternatives for monitoring chronic symptoms, such as 
asthma [35] and cystic fbrosis [30], or building mobile “screening” 
applications for detecting medical conditions [25, 44, 46]. Some 
screening applications reduce the dependence on a specialized pro-
cedure and involve completing a task, such as playing a game, 
or leveraging interaction data with specialized apps (e.g., photo 
browser, lock screen) [39, 40, 42]. However, many of these ap-
proaches require active intervention on the user’s part (e.g., opening 
an app and performing a specialized screening procedure); as we 
later show, most people would not think to check their mobile 
device for accessibility afordances. In our case, we seek ways of 
passively detecting accessibility needs by monitoring natural in-
teractions with unmodifed applications. Downloading and using 
a screening app would indicate some knowledge of accessibility 
features. 

2.3 Automatic Personalization 
Once a usability or accessibility need is detected, it must be ac-
commodated in the user interface. One approach is to generate a 
suitable interface using these parameters. SUPPLE automatically 
generated UIs that optimize applications for expected user inter-
actions based on a set of device constraints and interaction traces 
[27]. SUPPLE was later extended to parameterize user ability in 
generating UIs for people with motor impairments [28]. To boot-
strap their model, SUPPLE required explicit preference elicitation 
and ability modeling steps, which we seek to avoid. Accessibility 
features can be seen as mechanisms that allow user interfaces to be 
personalized (i.e., both SUPPLE and the Zoom feature in iOS enable 
content to be displayed larger). Thus, recommending accessibility 
features is one way to determine the personalization that might 
beneft a particular individual. 

Another way to think about when accessibility features might 
be useful is to consider a user’s situation and dynamic needs [33]. 
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For instance, using one’s phone while walking may be seen as 
temporarily inducing a kind of visual and motor impairment [29]. 
However, even if impairments may be temporary (i.e., situational 
impairments), it can be impractical to re-generate the user inter-
face each time conditions change. A great deal of prior work has 
considered how to account for situationally induced impairments 
while doing various activities, such as walking [37] and driving [43]. 
Because situational impairments are by defnition temporary in 
relation to situation, more work has considered how to detect when 
the situation warrants including some intervention (e.g., detecting 
walking in order to make the font size bigger). We build from these 
ideas in recommending accessibility features by detecting accessi-
bility needs and suggesting features that can present the UI more 
appropriately. 

3 ACCESSIBILITY AWARENESS SURVEY 
We conducted an online survey to understand people’s awareness 
of accessibility features on their mobile phones. Specifcally, we 
were interested in how people might react if they developed an ac-
cessibility need, and if they would know to use (or even check) their 
phones for features that could help. A challenge in investigating 
awareness of accessibility features is that questions directly asking 
about a feature, e.g., “Did you know you can make the font size 
bigger on your phone?”, may make respondents aware of the fea-
ture. To address this challenge, we used a staged reveal approach in 
which we frst asked about hypothetical situations a feature could 
be useful in to see if participants mentioned accessibility features as 
a potential solution, and then later asked how they would go about 
confguring accessibility features to better support their needs. 

In our survey, we asked participants about their smartphone 
usage and a series of questions aimed at assessing their awareness 
of accessibility features. We obtained 100 survey responses and 
collected demographic information (42M/58F, ages 19-83, mean 
age 42.4). Our sample included 25 adults above the age of 50, who 
are signifcantly more likely to develop a disability in the near 
term [13] and could beneft from accessibility features in the future. 
The survey was conducted through an online polling platform 
Pollfsh [12] and targeted a general population in the United States. 
We asked respondents what type of smartphone they used most 
frequently — 42% used Apple iOS while 58% used Google Android. 
Most respondents (74%) were frequent smartphone users (i.e., used 
their smartphone multiple times an hour), and 95% of respondents 
reported using their smartphones at least a couple of times per 
day. Furthermore, participants reported using a wide range of apps 
on their smartphone, with respondents reporting using Lifestyle 
(43%), Social Media (76%), Education (18%), Games/Entertainment 
(54%), Productivity (35%), Utility (56%), and News/Information (51%) 
apps. 62% of respondents reported wearing prescription glasses or 
contacts, and 18% reported that they were sometimes unable to 
hear clearly without the use of a hearing aid. 

Our survey investigated the following research questions: 

RQ1 - Would users think to check their mobile device if they 
developed an accessibility need? 
RQ2 - Do users know how to confgure their devices to 
better support accessibility needs? 

To address these research questions, we included two types of 
questions in our survey: (i) hypothetical questions (RQ1), and (ii) 
feature-based questions (RQ2). Figure 1 shows the specifc hypo-
thetical scenarios and features used in these questions, which were 
chosen to span features from various categories (e.g., vision, hear-
ing, etc.) and be plausible candidates for recommendation. 

To answer RQ1, we frst asked our participants how they would 
use their phone in hypothetical situations where they encountered 
certain types of impairments related to accessibility features. For 
example, we asked participants: “Imagine your eyesight gets worse 
so you can’t easily read what’s on the phone screen, what would you 
do?”. This allowed us to infer awareness of these features, without 
revealing their existence in the question itself. In total, our sur-
vey contained 7 of these hypothetical questions (Figure 1), each 
corresponding to a diferent accessibility feature. Following the hy-
pothetical questions, we presented feature-based questions (RQ2) 
that provided high-level solutions to some of the previously posed 
hypothetical situations but required respondents to demonstrate 
knowledge of feature usage. For example, we asked “How can you 
make the content on the screen larger and easier to view?”. As a part 
of this set of questions, we also asked participants to describe what 
the function of the Accessibility menu was in their device’s settings. 
In total, our survey contained 5 of these feature-based questions 
(Figure 1). Survey-takers were told to answer these questions using 
their existing knowledge of smartphone features (or indicate “I don’t 
know”) and were explicitly told not to search for answers online 
or check external resources. In summary, we purposefully staged 
our questions to gauge accessibility awareness without initially 
“giving away” the existence of accessibility features (i.e., hypothet-
ical questions); then, we “narrowed in” on specifcally asking for 
device-based solutions (i.e., feature-based questions). 

Responses for all questions were coded by 3 researchers trained 
in HCI and qualitative methods. The responses were coded using 
the following categories. 

• Correct setting (C1) - The response provided the correct ac-
cessibility setting (e.g., Enable Larger Text in the Accessibility 
menu) or another feature that provided the same level of 
access to device content (e.g., Change the system font size 
in the Display Settings). Solutions for any mobile operating 
system (e.g., iOS, Android) were marked correct. 

• Other Smartphone-based solutions (C2) - The response pro-
vided a solution on the smartphone but was either too vague 
(e.g., Change the settings) or did not work in all cases the 
accessibility feature did (e.g., Double-tap to zoom in). Re-
sponses in this category often indicated that the user was 
aware that their device was capable of making content more 
accessible, but did not know how to enable that functionality 
without additional help. One of the problems is that users 
need to know the name of the feature beforehand in order 
to search for it, and our goal is to proactively surface them 
to the user to remove this need. 

• Other (C3) - The response provided did not demonstrate 
any knowledge of awareness or usage of mobile accessibility 
features, but, as we discuss later, can still constitute a valid 
course of action. 
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Hypothetical Questions (RQ1) - To analyze responses from our set 
of hypothetical questions, we wanted to see how many participants’ 
responses mentioned using functionality already present on their 
smartphone (C1, C2). We coded the responses to the hypothetical 
questions with an inter-rater reliability (Fleiss’ Kappa) of � = 0.68. 
While there was some disagreement (between the C1 and C2 codes) 
on whether a response provided “the same level of access to device 
content” as the correct accessibility setting (e.g., some responses 
mentioned using voice commands for questions targeted at touch 
accommodations), it was clear that users did not think to check 
their mobile devices for accessibility afordances (RQ1). Only 15.7% 
of participants would have attempted to look on their phone for a 
solution and only 12.1% identifed the most efective setting (Figure 
1). 

We also more closely analyzed the C3 category to better under-
stand those responses. Unsurprisingly, a common response was 
that participants stated they would consult with a doctor or medical 
professional. For example, if their eyesight prevented them from 
easily reading on-screen content, they responded that they would 
go to an optometrist to get glasses. As previously mentioned, hu-
man experts can match access technology with a higher degree 
of certainty and efectiveness. However, for many reasons (e.g., 
time/money requirements, doctor’s lack of knowledge of a patient’s 
device, non-medicalized accessibility need such as slightly degraded 
vision) this method may not lead to the widest adoption of accessi-
bility features. Other participants proposed purchasing additional 
software or equipment to access content (e.g., buying a loud Blue-
tooth speaker when unable to clearly hear content or buying a new 
phone). Finally, another common type of response included asking 
someone else to help perform the action or trying again slowly, but 
these would not be feasible in many situations. 

Feature-based Questions (RQ2) - We performed a similar coding 
for our feature-based questions (� = 0.73), but because participants 
were required to consider their smartphone as a part of their solu-
tion, we only focused on whether the response provided the Correct 
setting (C1). The responses from the feature-based questions in-
dicate a similar conclusion, showing that on average only 10.3% 
of responses by participants mentioned the correct setting (or an 
alternative solution providing equivalent utility). Finally, to more 
directly answer RQ2, we asked participants to respond with the 
defnition of “accessibility" in the context of their phone’s settings, 
and only 18% responded correctly, suggesting that most people 
would not know how to access their devices’ built-in accessibility 
capabilities. 

In summary, the results from our awareness survey show that 
although users rely on their smartphones for a wide variety of tasks, 
they are generally unaware of the accessibility features available 
on their smartphone. While one might suggest that users seek out 
this information when they develop the need, they may not know 
to look, and continue to “get by" using their device (e.g., squinting 
or bringing the phone closer to their eyes). Thus, we believe a 
smartphone that proactively recommends accessibility features 
would improve users’ interactions with their devices. 

4 RECOMMENDING ACCESSIBILITY 
To chart the design space of how accessibility features could be 
recommended, we reviewed and categorized a set of features avail-
able on modern mobile platforms. For our exploration and building 
proof-of-concept prototypes, we scoped our efort to iOS 12 1, which 
contains nearly 50 accessibility features (Figure 2). Many of its acces-
sibility features (e.g., font size adjustment, content magnifcation) 
are standard across other platforms, so our recommenders can be 
directly transferred. Our approaches to building recommenders (i.e., 
strategies for feature recommendation) can also be applied more 
generally to features that we did not initially explore. 

A few of these features either require special hardware (e.g., 
hearing aids) to be connected in order to be used, or are meant to 
address accessibility needs that would likely prevent users from 
using the device without them (e.g., VoiceOver), and so we would 
not be able to recommend these features. This is not intended to 
be an exhaustive or complete list, necessarily, but is rather the 
result of iterative process among the authors (accessibility and 
sensing experts) to identify promising directions for each feature. 
Generally, our approach to recommending accessibility involves (i) 
identifying an accessibility need (potentially corresponding to an 
available feature), (ii) developing a hypothesis about how it might 
manifest in device signals, (e.g., sensor readings, system events), 
(iii) determining a detection strategy to decide when to surface 
a recommendation to the user, and (iv) empirically validating, to 
the extent possible, that the detection method works as intended 
with acceptable accuracy. In our work, we specifcally focus on 
detecting potential accessibility needs from observed usage data. 
While detection constitutes a large part of recommendation, there 
are other aspects (e.g., how to surface, strategies for increasing 
adoption) that we leave to future work. 

We categorize accessibility detection into four approaches: sta-
tistical, near-miss, action sequences, and grouped detections. In 
this section, we give a brief description of each method along with 
an example use-case. 

4.0.1 Statistical. Statistical detection involves identifying difer-
ences in users’ behavior statistically over time. This approach is 
useful when one or more signals are known to be relevant, but it is 
unclear what specifc bounds or behaviors to detect. For instance, 
users may not realize that they frequently hold the phone close to 
their face to read content on it or that they consistently listen to me-
dia at a high volume. This approach generally leverages statistical 
tests and outlier detection algorithms to compare an individual’s 
usage patterns with a pre-defned range. This detection method 
draws from prior approaches, such as machine learning techniques 
for dyslexia detection [40] and ability detection [27, 28, 33]. Gen-
erally, such approaches have assumed labeled data for supervised 
machine learning or optimization algorithms; yet, we fnd that even 
when using simpler approaches with fewer data (i.e., univariate 
statistical tests), we can successfully detect relevant behaviors. 

Font Size Increase – if a user tends to hold the phone closer 
(or farther) from their face than the common distance we 
expect, then they may beneft from a larger font size. 

1https://www.apple.com/accessibility/iphone/ 

https://1https://www.apple.com/accessibility/iphone


When Can Accessibility Help?: An Exploration of Accessibility Feature Recommendation on Mobile Devices W4A ’21, April 19–20, 2021, Ljubljana, Slovenia 

Difficult
Reading

Difficult
Interaction

Click
Too Slow

Can't Apply
Pressure

Can't Hear
Content

Can't Hear
Notif.

Unable to
Speak Clearly

Scenario

0

20

40

60

80

100
%

 o
f R

es
po

ns
es

Hypothetical Questions

Correct Setting
Use Smartphone

Text
Larger

Read Text Automate
Gesture

Subtitles
Captions

Accessibility

Feature

0

20

40

60

80

100
Feature-based Questions

Correct Setting

Figure 1: This fgure shows a summary of responses to our online survey, which was composed of hypothetical (Left) and 
feature-based (Right) questions. For each of set of questions, we coded the responses to show people’s knowledge of smart-
phone accessibility features. From our set of hypothetical questions (Left), we fnd that on average, 15.7% of participants would 
have attempted to fnd a solution on their smartphone and only 12.1% identifed a setting that addressed the scenario. When 
asked which settings/features were needed to make certain content more accessible (Right), participants responded correctly 
10.3% of the time, and only 18% of participants knew what “accessibility” meant in the context of their phone’s settings. 

5

1,2

2

2

2

3

2

1,2

1
Vision
VoiceOver
Zoom
Magnifier
Display Accommodations
  - Invert Colors
  - Color Filters
  - Auto-Brightness
  - Reduce White Point
Speech
   - Speak Selection
   - Speak Screen
   - Highlight Content
   - Typing Feedback
   - Voices
Larger Text
Bold Text
Button Shapes
Reduce Transparency
Increase Contrast
Reduce Motion
On/Off Labels
Face ID & Attention
    - Require Attention for Face ID
    - Attention Aware Features

Media
Subtitles & Captioning
Audio Descriptions

Learning
Guided Access
Accessibility Shortcut

1,2

2
2
2

3
3

3

2

2

2

1,2

1

Stat
ist

ica
l

Seq
uen

ce

Nea
r M

iss

Grouping

Req
uire

d

2
2

2
2

6

5

5

4

4

3,4

3

3

5

Interaction
Reachability
Switch Control
AssistiveTouch
Touch Accommodations
     - Hold Duration
     - Ignore Repeat
Side Button
Siri
     - Type to Siri
3D Touch
Tap to Wake
Keyboard
    - Key Repeat
    - Sticky Keys
    - Slow Keys
Shake to Undo
Vibration
Call Audio Routing
     - Auto-Answer Calls

Hearing
MFi Hearing Devices
RTT/TTY
LED Flash for Alerts
Mono Audio
Phone Noise Cancellation
Volume Balance
Hearing Aid Compatibility

3,4

5

6
5

Stat
ist

ica
l

Seq
uen

ce

Nea
r M

iss

Grouping

Req
uire

d

4
4
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4.0.2 Near-Miss. Another type of detection strategy is to monitor options that allow the adjustment of these values can signifcantly 
features that rely on a pre-defned threshold or require multiple improve the user experience. Monitoring the threshold values for 
conditions to be reached before triggering. Often, the default thresh- features that have them and logging “near-misses” can be used 
old values may be difcult to reach for people with disabilities (e.g., to trigger recommendations. Often, the accessibility feature itself 
the default speed for double-clicking the home button may be too gives a good clue as to what to look for, i.e., if a double-click needs 
fast for people with motor impairments), so surfacing accessibility to happen with no more than 1 second latency between button 
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presses, looking for examples of two button presses in sequence 
with a slightly longer gap between may be a good signal that the 
user could use more time. 

Side Button Click Speed – double and triple clicking the side 
button on iPhone invoke Apple Wallet and a shortcut to 
other accessibility features, respectively. Observing a user 
press the button two or three times, and fail to activate the 
feature (when they would have succeeded if the speed had 
been set to slower), may indicate that they could beneft from 
setting the required speed to slower. 

4.0.3 Action Sequences. In some instances, a strong connection 
is known between a specifc sequence of behaviors and a feature 
that might be useful. Action sequence detection is implemented by 
monitoring and recording system events (e.g., app open events and 
UI interaction events). This method is informed by prior shortcut 
induction from user behavior [23], and programming by demon-
stration systems that have been used for accessibility purposes 
[18, 21, 22]. In most cases users may discover that some task is 
inaccessible and perform action sequences as “work-arounds" to 
achieve the same functionality, sub-optimally. 

Magnifer – the Magnifer in iOS allows users to use their 
phone’s camera as a magnifer. We have informally observed 
people use an alternative way to access such functionality, 
which involves taking a picture of something (e.g., a restau-
rant menu), opening the photo in the photo viewer, and then 
using “pinch to zoom”. This sequence of actions could in-
dicate that the user could beneft from the Magnifcation 
feature [8]. 

4.0.4 Grouped. Finally, grouped detection can be used to recom-
mend new accessibility features based on the ones the user already 
has enabled. This is useful because related features do not always 
appear close to each other in the Settings menu, and some accessibil-
ity needs may not directly manifest themselves in signals detectable 
by other approaches. Grouping is a manual approach to replace 
recommendation algorithms, which do not have the necessary data 
to provide recommendations. Instead, we used simple conditional 
statements to recommend other grouped features. Unlike larger 
recommendation systems, the number of accessibility features to 
recommend is relatively small. A manually curated approach is man-
ageable, although we envision grouped recommendations could 
potentially be data-driven if such data was available. 

Type to Siri – this feature allows users to type their queries 
to Siri. This may beneft deaf or hard-of-hearing users, and 
could be recommended when users turn on Hearing-related 
features. 

Other examples are much more straightforward because they are 
already grouped together, i.e., if you use one of the Vision-related 
features you might also beneft from other Vision-related features. 
For instance, neither Audio Descriptions nor Type to Siri is grouped 
with Vision or Hearing, respectively. In Section 5.4, we provide more 
details on the groupings implemented by our prototype system. 
Figure 2 shows more potential groupings between accessibility 
features, uniquely grouped by an identifying number and color. 

5 PROTOTYPE RECOMMENDERS 
To move towards concrete implementations of recommenders, we 
used several recommendation strategies and applied them to some 
of the features discussed in the accessibility awareness survey (Fig-
ure 1). We frst performed a baseline data collection with an ini-
tial group of participants using a popular consumer smartphone 
(iPhone XS) to understand how diferent usage behaviors mani-
fested themselves in sensor data. We describe the procedure for 
this data collection in the user studies section. Then, using our 
recommendation strategies, we built four accessibility feature rec-
ommendation prototypes. Each prototype targeted one or more 
accessibility features that could be detected using similar strategies. 
These prototypes are exemplars, which demonstrate how we might 
go about developing future recommenders. 

5.1 Font Size Recommender 
Our font-size recommender prototype automatically senses when 
users fnd it difcult to read content and recommend features that 
would adjust the content’s size. As noted by previous research on 
text magnifcation, adjusting font size can enhance the readability 
and experience for many users, especially aging adults [20]. 

We calculated viewing distance using the front-facing camera 
and ARFaceAnchor objects returned by the ARFaceTrackingCon-
fguration [1] and used the Statistical detection strategy to surface 
recommendations to the user if they were found to hold the phone 
outside of an expected viewing distance range. We chose to de-
fne our expected viewing distance range empirically, based on 
our baseline data collection (�� = 0.36�, �� = 0.049�). Our re-
sults align with previous work quantifying average font size and 
viewing distance for smartphone content [19]. We triggered a noti-
fcation recommendation when the diference between the user’s 
mean viewing distance and �� exceeded a threshold, which we 
conservatively set to two standard deviations. 

5.2 Subtitles & Captions Recommender 
Our “Subtitles and Captions Recommender” monitors device vol-
ume levels to recommend hearing accessibility features, similar 
to other features such as watchOS decibel meter, which does so 
for environmental noise [3]. We implemented a background dae-
mon that continuously monitored 1) whether audio was currently 
playing, 2) the volume level, and 3) the output device. In the data 
collected from our baseline study, the average volume level was 
�� = 47.1%, �� = 16.3%. Using the Statistical recommendation strat-
egy, we surfaced a recommendation for the Subtitles & Captions 
feature when the user’s listening volume was statistically greater 
(by a minimum of two standard deviations) than our baseline mean. 

5.3 Side Button Click Speed Recommender 
While touch interaction is the primary mode of interaction for 
most mobile devices, several important features require the use 
of physical buttons. These include adjusting output volume, lock-
ing/unlocking the device, and certain application-specifc uses (e.g., 
confrming an app installation) [6]. 
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The default double-click speed on the side button can be difcult 
to trigger for many users with even slight motor impairments. Rec-
ognizing this, the time allowed between clicks can be changed (in-
creased) via the accessibility menu [5]. Our prototype recommends 
this feature to users when it observes a “near-miss” failed attempt. 
To do this, the recommender monitors repeated button presses that 
occurred within the slowest possible double-click threshold. The 
recommendation is made if the input is too slow to trigger based 
on the current threshold, but would have done so using a slower 
setting. 

5.4 Grouped Recommenders 
Usage-based recommenders may be able to educate users about the 
existence of accessibility features, and then Grouped recommenders 
could help them expand and/or customize selected accessibility 
settings. Figure 2 shows a comprehensive grouping of accessibility 
features, while our grouped recommender prototype implements a 
subset of these using the iOS UIAccessibility API [2]. 

• AssistiveTouch → Side Button — If AssistiveTouch is enabled, 
the user might also beneft from the Side Button setting 
which can also make wider range of interactions accessible. 

• Closed Captioning → Type to Siri — A Closed Captioning 
user may wish to interact with Siri using an alternative text-
based modality. 

• Bold Text → Larger Text — Similar to Bold Text, Larger 
Text increases the readability of on-screen text content by 
increasing the available font sizes. 

6 USER STUDIES 
We conducted two user studies: (i) a baseline data collection and 
(ii) a user study. As mentioned earlier, the baseline data collection 
with 10 participants aided in the design of our detection strategies 
and initializing our prototypes (e.g., triggering thresholds). We then 
used our prototype recommenders with 20 participants to generate 
insight on the utility and preferences for accessibility feature recom-
mendation. All user studies were conducted before the COVID-19 
pandemic, so there was no additional risk for participants. 

6.1 Baseline Data Collection 
6.1.1 Procedure. We recruited 10 participants (7M/3F, ages 24-40, 
mean age 32) for our baseline data collection study. Eight of the 
participants wore glasses or contacts with corrective prescriptions, 
and no participants used hearing aids. After obtaining consent, 
participants were given an iPhone XS device that was preloaded 
with a background daemon that recorded a variety of signals. 

At the start of every usage session, the researcher reset some of 
the device’s settings (e.g., output volume, system font size) to the 
lowest possible value. This was done to encourage the participant 
to set these values according to their own preference rather than 
using the ones chosen by the previous person, and the researcher in-
formed participants that they were allowed to adjust these settings. 
To simulate everyday usage, we gave participants a pre-determined 
list of common smartphone tasks (Table 1) to complete during the 
study session. The order of the tasks was randomized for each par-
ticipant. Participants were given 45 minutes to complete the list of 
tasks, and the data collection session was stopped if the tasks were 
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Figure 3: This fgure shows the portion of responses from 
our in-person surveys (i.e., Baseline Study and User Study) 
that provided the correct response to our feature-based ques-
tions. Awareness of features was much lower among adults 
over the age of 50, even though they were more likely to ben-
eft from them. 

fnished early. Afterwards, participants were given a shortened ver-
sion of the accessibility awareness survey that included questions 
about demographics, mobile phone usage, and the feature-based 
questions. Participants were compensated with a $10 gift card. 

The data obtained helped inform the design of our prototypes and 
provided a dataset to empirically set our recommender algorithm 
parameters. 

6.2 User Study 
To validate our approach and generate additional insights for acces-
sibility recommendation, we conducted a study with two popula-
tions (n=20). All user studies were conducted before the COVID-19 
pandemic, so there was no additional risk for participants. We were 
interested in answering the following research questions: 

RQ1 - Were participants aware of the accessibility capabili-
ties of their smartphones? 
RQ2 - Did participants fnd the features recommended by 
our prototypes useful? 

6.2.1 Participant Age Range. One of our motivations for this work 
was to surface recommendations for accessibility features to users 
who are likely to beneft from them (e.g., older adults). In our recruit-
ment of participants for this study, we settled on the age threshold 
of 50+, which we know is roughly the time when abilities start to 
really change [17, 45]. We acknowledge that this range is larger 
than most studies in HCI that study ageing, and likely encompasses 
several sub-groups (e.g., older middle-aged, retirement-age adults, 
seniors) which have unique social norms, life experiences, and 
technology use. Our motivation is not bracket individuals into age 
groups or to create a solution specifcally for one such group, but 
to identify broad segment of the population that can most beneft 
from accessibility recommendation. 

6.2.2 Procedure. The frst population (P1-P9) was recruited from 
a senior care residence and consisted of 9 participants (3M/6F, ages 
79-97). We initially recruited 10 participants from our frst popula-
tion, but one later withdrew due to difculty using the smartphone, 
and so we report on fndings from the other 9 in that group. The 



W4A ’21, April 19–20, 2021, Ljubljana, Slovenia Wu et al. 

Table 1: This table describes the tasks participants performed during the data collection study. 

T # Name Description 
1 Video Questions Watch a short 3-minute TED talk then fll out a quiz (24 questions) on the smartphone. 

Use the App Store to install 5 applications. After downloading and installing, take a 2 App Installation screenshot of the main screen, then uninstall the app. 
Internet Scavenger Answer 9 trivia questions about GPS technology using provided external links and a search engine. 3 Hunt Record answers in a note-taking app. 

4 Siri Questions Answer 7 questions using Siri and record answers in a note-taking app. 
5 e-Reader Questions Find 10 pieces of information in a book chapter and record answers in a note-taking app. 

second population (P10-P19) was recruited from a local participant 
pool with a minimum age requirement of 50 (5M/4F/1 Prefer not 
disclose, ages 50-79). Our participants had a diverse range of abili-
ties, which allowed us to evaluate our system under circumstances 
experienced by a broad range of users. 78.9% of our participants 
wore glasses, and 36.8% participants used hearing aids. Most (78.9%) 
owned smartphones and reported varying frequency of usage — 
ranging from a couple of times per week or less (10.5%) to multiple 
times per hour (31.6%). When asked what kinds of apps partici-
pants used on their smartphones, some responded that they only 
used their phones for calling family members (5.3%), while others 
used Lifestyle (26.3%), Social Media (47.4%), Games/Entertainment 
(36.8%), Utility (57.9%), and News/Information (52.6%) apps. On 
average, participants reported that they had their smartphone for 
4.3 years. 

For both populations, we followed a procedure similar to the 
one used for our baseline data collection (Table 1). Users were 
asked to complete a set of tasks during a usage session, and then 
flled out a survey afterwards. In this study, we shortened the usage 
session from 45 minutes to 30 minutes by removing two of the tasks 
(Internet Scavenger Hunt and the e-Reader questions) to make time 
for a brief interview afterwards about participants’ views on the 
recommendations. In addition, due to some participants’ lack of 
experience using smartphones and motor impairments, we reduced 
the complexity of some of these tasks (e.g., reducing number of 
questions on the video questionnaire). Although these procedural 
diferences may impact the distribution of collected signals used for 
statistical detection (e.g., viewing distance), we only removed tasks 
if they were similar to others in the set (e.g., flling out an Internet 
Scavenger Hunt required typing text in the Notes app, as did the 
video questionnaire), and we did not observe a signifcant efect on 
our prototype’s detection ability. For participants who preferred 
us to do so, we administered the post-study surveys verbally and 
recorded their answers for them in writing. 

After administering the survey, researchers conducted a brief 
interview with participants structured around various accessibility 
features supported by our prototypes. We showed participants how 
to enable various accessibility features and demonstrated their 
efects on the user experience. We then asked participants to rate 
whether each feature was useful for them on a 7-point Likert scale 
(1: Strongly Disagree, 2: Disagree, 3: Somewhat Disagree, 4: Neutral, 
5: Somewhat Agree, 6: Agree, 7: Strongly Agree). We concluded 
the interview by asking the participants if they thought they could 
beneft from accessibility features like these, and if so, how they 
would prefer the recommendations be surfaced. Participants were 
compensated $20 for their time. 

6.3 Accessibility Awareness 
Using the procedure for categorizing the questions from our on-
line study, we coded the survey responses from both the Baseline 
Study and the Older Adults Study. The inter-rater agreement scores 
were ��������� = 0.67 and ������� = 0.76 for the responses from 
the Baseline Study and Older Adults Study, respectively. As the 
in-person surveys only included feature-based questions, we fo-
cused mainly on whether the responses fell into the Correct setting 
category (C1) or not. A comparison of the two populations can be 
seen in Figure 3. As seen in our analysis, most of our users were 
unaware of common accessibility features and how to use them. 
In answering RQ1, we found that there was very little awareness 
of accessibility features (or even what “accessibility" was) among 
older adults, even as they continue to engage with mobile technol-
ogy (78.9% owned smartphones). Compared to the survey results 
from the baseline study, we found that awareness of accessibility 
features was much lower (10.5% of older adults knew what “acces-
sibility features” were compared to 90% of baseline participants) 
among older adults, who more likely to beneft from them. Most 
of the participants in our Baseline Study were software engineers 
familiar with iOS and were more likely to know about accessibility 
features. Nevertheless, while 90% of participants generally knew 
about accessibility features, they were less familiar with specifcs 
about how they could be used. From our Older Adults Study, we 
found relatively few participants knew about accessibility features 
(10.5%), even though they were more likely to beneft from them. 

6.4 Utility of Accessibility Recommendation 
Using the data collected from the participants’ usage sessions, we 
ran our detection strategies post-hoc (i.e., participants did not inter-
act with recommendations in real-time) to estimate the the utility 
of their recommendations. In total, our prototypes triggered 19 
recommendations, and based on the participants’ ratings of the 
features, they would have found 73.7% of those recommendations 
useful, 21.1% not useful, and 5.3% neutral. This suggests that our 
participants would likely beneft from accessibility feature recom-
mendations (RQ2). Our goal was to gauge participants’ perception 
feature recommendation and accessibility features overall, although 
additional work would need to be done to better understand the 
potential for these recommendations leading to adoption. Our con-
versations with participants support our initial analysis, and we 
aim to further strengthen this conclusion in future work. 

Below, we further analyze each feature recommender in more 
detail and provide context for their performance. Because none 
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of the participants had turned on any accessibility features, our 
Grouped recommender prototype is not applicable. 

6.4.1 Font Size/Zoom. The Font Size/Zoom recommender was trig-
gered by 3 of the participants (all 3 wore glasses), who, on average, 
gave those features a usefulness rating of 6.3/7. Interestingly, ev-
ery participant in our study responded that they thought those 
features were useful when shown to them in our post-study inter-
view. This may suggest that if such a feature recommender was 
deployed, it could be benefcial to decrease the triggering threshold 
or non-intrusively surface a recommendation for all users. Indeed, 
as part of the iOS new device setup process, a subset of display set-
tings such as Display Zoom can be adjusted which afects the size 
of on-screen content. However, given that only two participants 
mentioned adjusting font size in their awareness survey responses, 
there is reason to believe that these features could be made more 
visible. 

6.4.2 Subtitles & Captions. Similar to the Font Size recommender, 
the Subtitles & Captions recommender was also implemented by 
performing statistical detection on the user’s audio volume. The 
mean audio levels of 6 of the participants (4 required hearing aids 
to hear clearly) exceeded our threshold, and those participants 
rated the Subtitles/Captioning features usefulness 4.8/7 on average. 
While the majority of triggered recommendations were found to 
be useful, we found that observed signals did not always align 
with participants’ ratings of features. For example, P4 watched 
the video at maximum volume but rated the Subtitles & Captions 
feature as providing low usefulness. When asked about the rating, 
P4 responded that he disliked watching TV and movies with closed 
captioning because he found them distracting. Other instances of 
declined recommendations may be explained by preference or by 
prior work on the attitudes of older adults toward disability and 
aging [32]. We took from this that an additional element to consider 
when recommending a new feature is not only the expected utility 
of the feature but also the user’s acceptance of it. 

6.4.3 Click Speed & Assistive Touch. Compared to the other recom-
menders, the Click Speed & AssistiveTouch prototype was triggered 
the most often, in part due to the more relaxed Near-Miss detection 
scheme used. While in practice, such a system might surface a rec-
ommendation after a couple of near-misses, we set our prototype to 
trigger after the frst instance due to the short duration of the study. 
In total, 10 users performed a double-click at speeds which would 
not have been detected using the Default timing but would have 
using slower settings. Of these, 70% found the associated accessibil-
ity features useful and 30% did not. Among users who triggered the 
recommender, the average usefulness rating was 4.7/7. However, 
for users that triggered our prototype’s Slowest threshold, all of 
them (100%) found the features useful. While Near-Miss detection 
is appealing in part due to its simplicity and direct connection to 
an adjustable setting, successful deployment of recommenders for 
features such as Click Speed require more robust schemes that may 
combine certain aspects of statistical detection (e.g., modeling the 
number of near-misses for the average user) and take into account 
additional context (e.g., it is the frst time the user is performing 
the double-click gesture). 

6.5 Additional Observations 
6.5.1 Beyond Awareness. An interesting observation was that one 
participant (P19) knew about accessibility features, but described 
them as “for the visually/aurally impaired”, which suggests that 
because he didn’t identify as having a visual or hearing disability, 
he would not have thought of looking for useful features under the 
accessibility menu. We believe that a proactive recommendation 
system such as ours could help surface features that provide utility 
to a broad range of users. Indeed, two of our recommenders were 
triggered by the participant’s usage session, and both features were 
marked as useful in the post-study interview. The only other par-
ticipant (P11) who correctly described what “accessibility” referred 
to responded “Can’t remember ... But [I’ve] used [them]... maybe to 
increase text/magnify”, indicating knowledge of only a small subset 
of features that could potentially be useful. Among participants 
recruited at the senior care residence (P1-P9), we found that knowl-
edge of accessibility features was non-existent (i.e., none of the 
participants from this group knew what “accessibility” meant in 
the context of computing), even though many of them had begun 
to adopt mobile technology (77.8% of them owned a smartphone, 
and on average, they owned their smartphone for 2.3 years). Sim-
ilarly, we believe that our system could provide a lot of value for 
these technology adopters by making certain tasks easier to learn 
or perform. 

6.5.2 Recommendation Preferences. After conducting the study, 
the researchers were frequently asked by participants to show them 
how to enable certain features on their personal devices. Even for 
participants who did not trigger any recommendations (P18), when 
shown certain features (e.g., Font Size), they indicated that they 
thought the features would be benefcial: “I have perfect eyesight 
but I still have a pair of readers that I use sometimes [to reduce strain] 
... a bigger font size would also make things easier to read.” Almost 
all participants (89.5%) were open to receiving recommendations, 
with most preferring low frequency surfacing methods (e.g., home 
screen, email, or a message) that did not interrupt their current 
task. On the other hand, one participant (P2) indicated that she 
valued the potential usefulness of features over the interruption 
cost: “If there is something that could help me use [my device], I want 
to know about it.” Furthermore, not all participants wanted these 
features to be recommended to them (P6, P8). While P6 agreed that 
accessibility features were useful for interacting with her smart-
phone, she preferred not to have them automatically recommended 
to her, saying “I might fnd it confusing”. P8 ofered another reason: 
“Not necessarily... Once I learn [how to do something], I’ll be set in 
my ways”, stating that the novelty of interacting with the device 
through the recommended features might be of-putting. Similar to 
what we saw with declined recommendations, additional context 
such as user preference play an important role in user acceptance 
of accessibility features and new technology in general. 

7 DISCUSSION AND FUTURE WORK 
In this paper, we have introduced the idea of “recommending ac-
cessibility” as a fruitful area for research. Even as numerous useful 
accessibility features have started to be included in the smartphones 
that people own, our survey demonstrated that very few people 
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know about them or know which of those features they could ben-
eft from using. While on-device recommendation approaches are 
not the only useful strategy for building awareness, we believe 
that they are likely to be an important and necessary complement 
to existing advocacy and awareness approaches, especially as our 
devices, thankfully, contain more and more features intended to 
make them more accessible. 

We have laid out a roadmap for recommending accessibility, ex-
plicitly outlining how accessibility features on iOS could map to 
a set of detection strategies and available signals that we believe 
largely characterize the space (Figure 2). We believe there is am-
ple opportunity for future research in validating this across the 
many accessibility features on iOS and other platforms. Delivering 
a new recommender for a new feature will require substantial efort 
to validate, for instance, ensuring that the recommender works 
as intended and has an acceptable false positive rate in the real 
world. Ultimately, the success of a recommender approach seems 
dependent on a user deciding not only to turn on a feature but to 
adopt it; understanding adoption takes signifcant efort over time, 
especially given that each individual accessibility feature may only 
be expected to be useful to a relatively small percentage of people. 

The prototypes introduced in this paper were designed as proof-
of-concept implementations to demonstrate the potential of this 
direction and for use in our study with older adults. The accu-
racy and breadth of our recommendation prototypes can be further 
improved. We currently employ a simple statistical distance mea-
sure for unimodal data (i.e., considering each signal independently). 
There is a great opportunity for future work to improve this aspect 
by developing more sophisticated methods of learning from usage 
data. Given a large enough sample, it may even be possible to learn 
retroactively from sensor streams collected from people who have 
turned on a feature. 

Our approach to matching signals to detection strategies was 
largely manual. In some cases, we believe the mappings are fairly 
straightforward extensions of the accessibility feature specifca-
tion, especially for the Near-Miss category that is explicitly defned 
this way. However, other categories, such as Sequence or Statis-
tical, require generating hypotheses about diferences exhibited 
by people who could beneft from the feature, collecting data to 
validate this hypothesis, and fnally building a recommendation 
strategy based on that. Future work could investigate automated 
data-driven methods of identifying promising accessibility signals 
from usage patterns. In pursuing this, it is important to collect and 
analyze this data in a privacy-preserving manner. The Statistical 
signals rely on detecting diferences from a collected baseline, and 
so developers of recommenders using this approach should be cog-
nizant of where that baseline is collected from and be aware that 
some people may difer from the baseline for a reason other than 
needing the accessibility feature. Our framework does not provide 
a pattern for recommending all features that can be naively applied; 
future systems based on detecting and using accessibility signals 
should continue to rely on the intuition of designers, feedback from 
potential users, and iterative development and evaluation. 

Another area to more thoroughly explore is how to surface acces-
sibility recommendations. In our usage study, we presented users 
with recommendations after they completed their tasks, but rec-
ommendations can also be presented in situ. Notifcations may 

be the most direct way of capturing attention and displaying in-
formation to users, but they can be disruptive or annoying [47]. 
Initiatives from Apple [7] and Google [11] have focused on limiting 
interruptions from notifcations. The aforementioned “Sticky Keys” 
notifcation on Microsoft Windows has arguably been successful in 
getting people to know about the feature, but numerous web-based 
articles are devoted to turning of that notifcation (some fast-paced 
video games also often involve pressing modifer keys repeatedly 
and quickly). Less obtrusive ways of surfacing recommendations 
could include simply ranking the features higher in the accessibility 
menu, or including them in a non-intrusive but clearly visible place 
(e.g., the lock screen) [4]. 

As a part of our exploration, we briefy explored diferent ways 
recommendations might be surfaced in a mobile operating sys-
tem. While we expect more obtrusive notifcations like pop-ups 
to be more likely attended to by users, they might also be more 
likely to disturb or annoy users2. Ultimately, there are many design 
decisions to be made, such as the wording and style used in the 
recommendation. In our prototypes, we specifcally avoided relat-
ing the recommended feature to any underlying condition, ability, 
or cause. For example, we wrote recommendations like, “Did you 
know you can adjust the font size?” rather than “It looks like you’re 
having trouble seeing the screen.” We suspect that the preferred style 
and obtrusiveness of notifcations may depend on the accuracy and 
timing of the recommendation, the likelihood that the user will 
follow the advice, and the realized beneft to them if they adopt the 
feature (i.e., the classic expected utility problem in mixed-initiative 
interaction [31]). Ultimately, we believe the best strategy and fre-
quency for surfacing recommendations will be feature and context 
dependent. We leave it to future work to empirically determine the 
best strategy for each feature and use case. 

8 CONCLUSION 
A large number of accessibility features have been developed for 
smartphone platforms. Our survey with 100 participants demon-
strates that relatively few know about these features or how they 
might beneft from them. In this paper, we present our framework 
for recommending accessibility, outlining useful signals and de-
tection methods using them to recommend accessibility features 
on the smartphone platform. We categorize 48 features on iOS in 
terms of how those features might be recommended to participants, 
and provide a number of example recommenders. We develop four 
prototypes, three of which we initialized in a baseline study with 10 
participants. We then use our recommenders with another popula-
tion of 20 participants to better understand their potential feasibility 
and utility. With so many great accessibility features being devel-
oped, we believe it is important to direct some of our research focus 
to recommending these accessibility features to those who might 
beneft from them. Our work provides a roadmap for researchers 
and developers to make progress in this important area. 
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